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ABSTRACT 

 
This scoping review explores the ethical challenges of using ChatGPT in higher 
education. By reviewing recent academic articles in English, Chinese, and 
Japanese, we aimed to provide a deep dive review and identify gaps in the 
literature. Drawing on Arksey & O’Malley’s (2005) scoping review framework, 
we defined search terms and identified relevant publications from four databases 
in the three target languages. The research results showed that the majority of the 
papers were discussion papers, but there was some early empirical work. The 
ethical issues highlighted in these works mainly concern academic integrity, 
assessment issues, and data protection. Given the rapid deployment of generative 
artificial intelligence, it is imperative for educators to conduct more empirical 
studies to develop sound ethical policies for its use. 
  
Keywords: ChatGPT, education, ethics, generative artificial intelligence, 
higher education, scoping review 
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INTRODUCTION 
 
Generative artificial intelligence (GAI), which is distinct from conventional 
pattern recognition technologies, is designed to create textual content based on 
human requirements. Beginning with the explosion of deep neural network 
technologies in 2012, leading technology companies have successively developed 
GAI models such as OpenAI’s GPT-3 (Brown et al., 2020), Google’s PaLM 
(Chowdhery et al., 2022), and Microsoft’s Turing-NLG (Smith et al., 2022). The 
early versions of these products were found to potentially generate false, 
discriminatory, and harmful content. Consequently, researchers (Chung et al., 
2022; Ouyang et al., 2022) have devoted considerable effort to aligning model 
outputs with human values. The launch of ChatGPT in November 2022 made the 
public aware that GAI was already capable of generating human-quality 
conversation, retrieving stored knowledge on demand, and achieving natural 
interaction with people as AI assistants. This kicked off the current frenzy of 
adapting the utilization of GAI to various fields, including education. 

The advent of the ChatGPT marked a significant innovation in the realm 
of higher education, and it is rapidly extending its influence across multiple 
sectors, including teaching, learning, research, administration, and community 
engagement (UNESCO IESALC, 2023). The utility of ChatGPT within 
educational settings is multifaceted, spanning personalized learning pathways, 
curriculum enhancement, and the assessment of homework, exams, and essays 
(Huang, 2023; Kashiwamura, 2023; Ojha et al., 2023). By enhancing both 
educational practices and research methodologies, ChatGPT has emerged as a 
pivotal tool in advancing higher education’s mission to foster learning and 
discovery (Farrokhnia et al., 2023). 

Despite its numerous advantages, GAI studies have revealed potential 
risks associated with the generation of incorrect information (known as the 
‘hallucination’ issue), biases (including race, nationality, and gender), and 
discriminatory content (Munn, 2023; Nozza et al., 2022). The existing body of 
literature on AI underscores concerns regarding fairness in application, attributing 
these to biases present in the outputs generated by language models (Benjamin, 
2019; O’Neil, 2016). When GAI-generated outputs are used in education-related 
procedures, there is a possibility that problematic content, biases, and assumptions 
will be magnified, which may have negative consequences for learners, educators, 
researchers, and administrators. 

This scoping review examines the ethical implications associated with the 
deployment of ChatGPT within the educational sector, with a specific emphasis on 
higher education. Through an analysis of academic articles in English, Chinese, 
and Japanese—languages in which we possess advanced proficiency—we 
endeavour to delineate the current landscape of research in this area. Our goal is to 
identify existing research gaps and outline potential directions for future 
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investigation, thereby contributing to a comprehensive understanding of the ethical 
dimensions of using ChatGPT in educational contexts, particularly in teaching and 
learning, research or administration.   
 
 

RESEARCH METHOD 
 
A scoping review is commonly used to identify key issues in a newly emerging 
field or one where there is not yet a substantial body of literature. It is “used to 
identify knowledge gaps, set research agendas, and identify implications for 
decision-making” (Tricco et al., 2016). In this study, we adopted Arksey and 
O’Malley’s (2005) five-stage scoping review framework, which involves 
identifying the initial research questions and relevant studies, selecting the studies, 
charting the data, and collating, summarizing, and reporting the results. 
 
Identifying the relevant studies 
 

We limited our attention to articles focusing on the latest version of the 
GPT. We conducted the search in August 2023 and searched for articles that were 
published that year. We used the search terms “ChatGPT” or “Generative AI” 
coupled with “education” and “ethics” (see Table 1). To capture more solid 
evidence-based studies and discussions on this topic, we identified Scopus as the 
main database for our initial search. To include ongoing research, we also included 
the arXiv platform, which provides access to preprint articles. We included two 
other languages in which the authors had first or near-first language proficiency, 
Japanese or Chinese. To facilitate this, we conducted searches in the prominent 
databases CiNii (Japanese) and CNKI (Chinese). Along with the UK and USA, 
Japan and China are leading in AI development, making these languages good 
targets. 
 

Table 1: Final search terms and results by platform 

 

 
Database Search terms Results 
Scopus (TITLE-ABS-KEY (“chatgpt” OR “generative AI”) 

AND TITLE-ABS-KEY (“education” )) 
276 
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(TITLE-ABS-KEY (“chatgpt” OR “generative AI”) 
AND TITLE-ABS-KEY (“education” AND 
“ethics”)) 

27 

ArXiv (TITLE-ABS-KEY (“chatgpt” OR “generative AI”) 
AND TITLE-ABS-KEY (“education”)) 

112 

(TITLE-ABS-KEY (“chatgpt” OR “generative AI”) 
AND TITLE-ABS-KEY (“education” AND “ethics” 
)) 

24 

CiNii (TITLE-ABS-KEY (“chatgpt” OR “生成 AI”) AND 
TITLE-ABS-KEY (“教育”)) 

23 

 (TITLE-ABS-KEY (“chatgpt”  OR  “生成 AI”)  
AND  TITLE-ABS-KEY (“教育”AND “課題” )) 

4 

CNKI (TITLE-ABS-KEY (“chatgpt” OR “生成 AI”) AND 
TITLE-ABS-KEY (“教育”)) 

198 

(TITLE-ABS-KEY (“chatgpt” OR “生成 AI” ) AND 
TITLE-ABS-KEY (“教育” AND “伦理”)) 

12 

 

Charting the data and collation 

 
The initial search yielded 609 results, of which 67 included education and 

ethical concerns. From these, we identified 26 articles meeting our inclusion 
criteria (Figure 1). All the articles were reviewed by two reviewers, and the third 
reviewer checked the findings. 
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Figure 1: Data extraction processes 
 

 In our analysis of the ethical issues raised in the articles, we relied on the 
comprehensive research conducted by DeepMind (Weiginger et al., 2021), which 
offers a framework for assessing the ethical and social risks of harm that may arise 
from the deployment of language models (LMs) (Table 2). 
 

Table 2: Ethical and social risk areas 

 
# Areas Description 
1 Discrimination, 

Exclusion and 
Toxicity 

AI models can harm by reinforcing discrimination, 
stereotypes, and biases, marginalizing individuals, 
promoting toxic language, and worsening disparities for 
disadvantaged groups. 

2 Information 
Hazards 

Leak of private data or sensitive information leaks. 
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3 Misinformation 
Harms 

Providing false or misleading information, leading to 
less informed users and eroding trust in shared 
information. 

4 Malicious Uses Risks of using LMs for harm include enabling 
disinformation campaigns, personalized scams, fraud at 
scale, and the development of malicious computer code 
or weapon systems. 

5 Human-
Computer 
Interaction 
Harms 

Users’ overestimation of “human-like” AI capabilities 
may lead to unsafe usage, exploitation for manipulation, 
and perpetuation of stereotypes. 

6 Automation, 
Access, and 
Environmental 
Harms 

Unequal benefits and limited access to LMs can impact 
job quality, creative economy, and create global 
disparities in risks and rewards. 

 
 
 

RESULTS 
 

Most of the identified papers were in English (n=19), followed by Chinese (n=4) 
and Japanese (n=3). Among the English papers, ten were empirical studies, and 
nine were conceptual or discussion papers, with a predominant focus on their 
applications in fields such as healthcare and medical domains. In comparison, the 
number of Chinese and Japanese papers was much smaller. Among the four 
Chinese papers, all were general discussions about the application and predicted 
impact of the ChatGPT in education. There were only three Japanese articles and 
one that reported on initial research on students’ practical experiences with 
ChatGPT specifications (Kondo et al., 2023). The other two papers discussed 
challenges for Japanese speakers in writing English academic papers and the use 
of ChatGPT for support and general teaching implications (Kashimura, 2023; 
Yanase, 2023). 

Overall, there has been little discussion specifically focusing on higher 
education. The majority of the papers (n=19) were generic, discussing ethical 
concerns in teaching (n=19) and learning (n=13) mostly from theoretical and 
conceptual perspectives without delving into specific levels of education. Papers 
that specifically focused on tertiary education (n=6) were concerned about overall 
pedagogical implications, particularly in medical education (n=2), faculty and 
students’ perceptions (n=3), and research implications (n=1). 
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Table 3: Articles reviewed 
 
 

Authors Language 
Education 
level Main area/Focus 

Ethical 
concerns 

Database: Scopus  

Busch et al. English Tertiary 
Teaching, learning, 
administration 1,2, 3, 4, 5 

Chan English Tertiary Teaching, learning 2, 3, 5 

Curtis English Tertiary Research 3, 5 

da Silva English Generic Research 3, 5 

Dwivedi et al. English Generic Research 1, 2, 3, 4, 5, 6 

Fischer English Generic Administration 1, 2, 3, 4, 5 

Krüger et al. English Generic 
Teaching, learning, 
research 1, 2, 3, 5 

Lim et al. English Generic Teaching 1, 2, 3 

Masters (a) English Generic 
Teaching, 
administration 1, 2, 3, 4, 5 

Masters (b) English Generic Research 3, 4 
O’Connor & 
ChatGPT English Generic 

Teaching, learning, 
research 3, 5 

Tlili et al. English Generic Teaching, learning 1, 2, 3, 4, 5, 
Zumsteg & 
Junn English Tertiary Teaching, learning 3, 4, 5 
Database: arXiv  
Chan & Hu English Tertiary Teaching, learning 1, 2, 3, 4, 5 

Latif et al. English Generic Teaching 1, 2, 3, 4, 5 

Li et al. English Generic 
Teaching, learning, 
research 1, 2, 3, 4, 5 

Ojha et al. English Generic Teaching 4, 5 

Sharma et al. English Generic Administration 3, 4 

Sharples English Generic Teaching, learning 3, 5 
Database: CiNii  
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Kashimura Japanese Generic Teaching 1, 2, 3 

Kondo et al. Japanese Secondary Teaching, learning 3, 5 

Yanase Japanese Generic Research 3, 5 

Database: CNKI 

Huang Chinese Generic Teaching, learning 1, 3, 5 

Song & Lin Chinese Generic Teaching 2, 3, 5 

Xun Chinese Tertiary Teaching, learning 1, 3, 4, 5 

Zhu & Yang Chinese Generic Teaching, learning 1, 2, 3, 5 
 

In terms of the focus of ethical issues, the majority of papers concerned 
with #3 misinformation harms (n=25), including academic integrity, cheating and 
other assessment issues, and the role of users in identifying and clarifying 
information and/or #5 human-computer interaction-related harms (n=24), such as 
addiction, dependence, and cognitive overload. To illustrate this further, we 
divided the papers into four themes concerning teaching, learning, research, and 
administration. 

In this section, we consolidate the principal concerns and discussion points 
from the literature regarding the ethical implications of the ChatGPT in higher 
education. 

 
Teaching 
 
 The literature concerning teaching mostly addressed misinformation 
harms (n=19), followed by human-computer interaction harms (n=18). This 
includes pedagogical implications for incorporating AI in university teaching, such 
as during assessments. Research by Latif et al. (2023) highlighted the risk of AI 
perpetuating existing societal biases related to gender and nationality, sourced 
from training data, which could adversely affect the fairness and integrity of 
educational applications. This underscores the importance of cautious reliance on 
AI for evaluations, as it may not always accurately reflect students' abilities (Busch 
et al., 2023; Curtis, 2023; Song & Lin, 2023). 

The integration of AI in education also prompts a reevaluation of the 
educator-student dynamic. Concerns about a potential overdependence on AI-
generated content, as discussed by Sharples (2023), highlight the risk of 
undermining the traditional roles of educators, potentially detracting from their 
unique contributions to crafting engaging and innovative lesson plans and learning 
activities. This calls for a balanced approach to integrating AI in education, 
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ensuring that it complements rather than diminishes the value of human 
instruction. 

ChatGPT facilitates tailored learning experiences and bolsters student 
support, language tutoring, content generation, and career guidance (Kooli, 2023; 
Lim et al., 2023). However, to design new programs or to provide personalized 
teaching, universities need to collect and process vast amounts of student data, 
often without students’ consent. This raises substantial concerns regarding data 
privacy and security, underscoring the need for stringent data protection measures 
to safeguard sensitive information against unauthorized use (Chan, 2023; Masters, 
2023a). 
 
Learning 

 
Similar to teaching, the literature on “learning” concerned misinformation 

harm and human-computer interaction harm (n=12). This includes concern for a 
potential increase in plagiarism and cheating among students who might rely on 
GAI-generated content for essays and exams, thereby compromising the 
authenticity of their work (Li et al., 2023; Zhu & Yang, 2023). This overreliance 
on ChatGPT may lead to a decline in students’ sense of responsibility and 
commitment to academic integrity (Ojha et al., 2023). The overuse of ChatGPT 
may adversely affect students’ critical thinking skills by leading to heavy 
dependence on AI-generated content, which can diminish their ability to 
independently analyze and evaluate information (Tlili et al., 2023). 

Another significant issue raised in the literature pertains to the risk of 
misinformation being propagated due to the highly persuasive and convincing 
nature of AI-generated content (Chan & Hu, 2023; Latif et al., 2023; Li et al., 
2023). This can lead to potential bias or manipulation of information presented to 
students. 

Reliance on AI interactions for academic or social purposes might 
diminish face-to-face interactions, potentially hindering the development of 
essential social skills among students. A striking balance between AI and human 
interactions is crucial to fostering a well-rounded educational experience (Kondo 
et al., 2023; Zumsteg & Junn, 2023). 

ChatGPT might inadvertently produce content that inaccurately or 
inappropriately represents certain cultural or identity groups, highlighting the need 
for ongoing refinement and sensitivity in AI language model development (Busch 
et al., 2023). 

 
Research 

 
ChatGPT offers efficient dataset analysis, automated code generation, 

comprehensive literature reviews, and streamlined experimental design processes 
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(Dwivedi et al., 2023; Li et al., 2023). These capabilities underscore its potential 
to accelerate research discovery and innovation. However, the literature has 
discussed the potential generation of misleading information (n=8) or the 
exploitation and perpetuation of stereotypes. For example, the attribution of fake 
references to AI-generated content leads to misinformation and a decline in trust 
in academic sources (Curtis, 2023). 

The integration of AI in academic publishing poses the risk of displacing 
human authors and undermining the value of their expertise, potentially impacting 
the credibility of research. The joint authorship of editorial pieces such as the one 
addressed in O’Connor and ChatGPT (2023) challenges the established core values 
related to human-based authorship in academic publishing (da Silva, 2023). 

Some conferences permit the use of ChatGPT for writing papers, but only 
when ChatGPT itself is the subject of empirical research (e.g., ICML, 2023). On 
the other hand, some research communities, such as the Association for 
Computational Linguistics (ACL, 2023), allow the use of the ChatGPT based on 
specific guidelines. 
 
Administration 
 

Only four literature items discussed the administrative aspect of AI 
application in higher education institutions. Four studies touched on malicious use 
and misinformation harm. From a positive perspective, ChatGPT can significantly 
reduce the time spent on human administrative tasks, such as responding to queries 
from applicants and assisting students in course enrollment (UNESCO IESALC, 
2023). This efficiency in handling administrative duties not only optimizes 
operational processes but also allows staff to dedicate more time to tasks that 
require human touch, further enhancing educational infrastructure. 

However, there are concerns surrounding the equitable, reliable, and 
transparent use of the ChatGPT. Utilizing ChatGPT in admissions processes can 
potentially introduce biases, especially if the AI model is trained on historical data 
that reflects past inequalities (Fischer, 2023; Sharma et al., 2023). To ensure 
fairness, transparency, and accountability, it is essential to provide applicants with 
clear explanations of how AI was employed to assess their applications and the 
specific factors that contributed to their acceptance or rejection. 

Additionally, the use of AI algorithms in admissions decisions carries the 
risk of inadvertently favoring applicants with certain characteristics or 
backgrounds, potentially impacting diversity and inclusion efforts within the 
university (Busch et al., 2023; Fischer, 2023). Data privacy and security are also 
paramount considerations. To avoid unintentional discrimination, institutions 
should actively assess and address any biases in the AI model’s training data and 
decision-making process, striving to provide equal opportunities for all applicants. 
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CONCLUSION  

 
We focused on articles written in a very short period, the first 7 months of 2023, 
but covered literature written in English, Chinese, and Japanese. Given that the 
Chat GPT is trained on English-centric data (Brown et al., 2020), it is important to 
gain insights into discussions of non-English-speaking AI technologically 
advanced countries. However, our review revealed that a few academic and 
research studies were published in languages other than English, particularly in 
Chinese and Japanese. 

Our scoping review showed that there are already publications that are 
considering the ethical implications of the GAI, especially the ChatGPT, in 
education generally, and some have focused on higher education. The majority of 
papers are discussion works, but there is some early empirical work. The ethical 
issues highlighted in these works mainly concern academic integrity, assessment 
issues, and data protection. 

The increased use of GAI by learners raises issues related to academic 
integrity, definitions of authorship, assessment methods, and other pedagogical 
implications (Li et al., 2023; Ojha et al., 2023). It also affects how researchers 
conduct their studies and generate their outputs, as well as how decisions are made 
in admissions, hiring, or how educational institutions are managed and run 
(Fischer, 2023; Master, 2023a; Sharma et al., 2023). Furthermore, the increasing 
integration of AI in education has even raised questions about the continued 
relevance of traditional brick-and-mortar educational institutions (Sharples, 2023). 
Therefore, it is crucial to further discuss and assess the ethical implications of 
implementing the ChatGPT within educational institutions, especially concerning 
its use in teaching and learning, research or administration. 

Our analysis highlights the urgency of addressing ethical issues 
surrounding the use of the GAI/ChatGPT in education. Collaboration among 
stakeholders is essential for establishing clear guidelines, protecting student 
privacy, and promoting responsible AI use. By doing so, AI can enhance education 
and research without compromising fundamental principles. 
 

 
REFERENCES 

 
ACL. (2023). ACL 2023 Policy. 61st Annual Meeting of the Association for 

Computational Linguistics. Retrieved from https://2023.aclweb.org/blog/ACL-
2023-policy/ 

Arksey, H., & O’Malley, L. (2005). Scoping studies: Toward a methodological 
framework. International Journal of Social Research Methodology, 8(1), 19-32. 
https://doi.org/10.1080/1364557032000119616 



 66 

Benjamin, R. (2019). Race after technology: Abolitionist tools for the New Jim Code. 
Polity. 

Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J. D., Dhariwal, P., ... & Amodei, 
D. (2020). Language models are few-shot learners. Advances in Neural 
Information Processing Systems, 33, 1877–1901. 

Busch, F., Adams, L. C., & Bressem, K. K. (2023). Biomedical ethical aspects towards 
the implementation of Artificial Intelligence in medical education. Med. Sci. 
Educ. Advance Online Publication. https://doi.org/10.1007/s40670-023-01815-x 

Chan, C. K. Y. (2023). A comprehensive AI policy education framework for university 
teaching and learning. International Journal of Educational Technology in 
Higher Education, 20(1), 38. https://doi.org/10.1186/s41239-023-00408-3 

Chan, C. K. Y., & Hu, W. (2023). Students’ voices on generative AI: Perceptions, 
benefits, and challenges in higher education. arXiv preprint arXiv:2305.00290. 

Chowdhery, A., Narang, S., Devlin, J., Bosma, M., Mishra, G., Roberts, A., ... & Fiedel, 
N. (2023). Palm: Scaling language modeling with pathways. Journal of Machine 
Learning Research, 24(240), 1-113. 

Chung, H. W., Hou, L., Longpre, S., Zoph, B., Tay, Y., Fedus, W., ... & Wei, J. (2022). 
Scaling instruction-finetuned language models. arXiv preprint 
arXiv:2210.11416. 

Curtis, N. (2023). To ChatGPT or not to ChatGPT? The impact of Artificial Intelligence 
on academic publishing. The Pediatric Infectious Disease Journal, 42(4), 275. 
https://doi.org/10.1097/INF.0000000000003852 

da Silva, J. A. T. (2023). Is ChatGPT a valid author?. Nurse Education in Practice, 68, 
103600. https://doi.org/10.1016/j.nepr.2023.103600. 

Dwivedi, Y. K., Kshetri, N., Hughes, L., Slade, E. L., Jeyaraj, A., Kar, A. K., ... & 
Wright, R. (2023). So what if ChatGPT wrote it? Multidisciplinary perspectives 
on opportunities, challenges and implications of generative conversational AI 
for research, practice and policy. International Journal of Information 
Management, 71, 102642. https://doi.org/10.1016/j.ijinfomgt.2023.102642 

Farrokhnia, M., Banihashem, S. K., Noroozi, O., & Wals, A. (2023). A SWOT analysis 
of ChatGPT: Implications for educational practice and research. Innovations in 
Education and Teaching International, 1-15. 
https://doi.org/10.1080/14703297.2023.2195846 

Fischer, I. (2023). Evaluating the ethics of machines assessing humans. Journal of 
Information Technology Teaching Cases, 0(0). 
https://doi.org/10.1177/20438869231178844 

Huang R. (2023). Rengongzhineng zheng jiasu jiaoyu biange: Xianshi tiaozhan yu 
yingdui jucuo [Artificial intelligence is accelerating educational transformation: 
Realistic challenges and countermeasures]. Journal of the Chinese Society of 
Education, (06), 26-33. 

ICML. (2023). Call for Papers. International Conference on Machine Learning. Retrieved 
from https://icml.cc/Conferences/2023/CallForPapers 

Kashiwamura, Y. (2023). Sozoteki sagyo e shifuto o unagasu kyoin no noryoku kojo ga 
kadai ni: Kyoiku o kaeru seisei AI [Encouraging a shift to creative work, 
challenges for teacher capacity building: Generating AI that Changes 
Education]. The Economist, 101(24), 98-100. 



 67 

Kondo, C., Tamada, K., & Matsuda, T. (2023). Seiseikei AI o daizai toshita joho-teki na 
mikata・kangaekata ni motozuku mondai kaiketsu shido jissen: ChatGPT to no 
kyo-zon o kangaeru [Practicing problem-solving instruction based on 
informational perspectives and ways of thinking :Consider coexistence with 
ChatGPT]. Journal of the Japan Society for Educational Technology, (2), 255-
258. https://doi.org/10.15077/jsetstudy.2023.2_255 

Kooli, C. (2023). Chatbots in education and research: A critical examination of ethical 
implications and solutions. Sustainability, 15(7), 5614. 
https://doi.org/10.3390/su15075614 

Krüger, L., Krotsetis, S., OpenAI’s Generative Pretrained Transformer 3 (GPT-3) Model, 
& Nydahl, P. (2023). ChatGPT: Fluch oder Segen in der Pflege? [ChatGPT: 
curse or blessing in nursing care?]. Medizinische Klinik, Intensivmedizin und 
Notfallmedizin, 10.1007/s00063-023-01038-3. Advance online publication. 
https://doi.org/10.1007/s00063-023-01038-3 

Latif, E., Mai, G., Nyaaba, M., Wu, X., Liu, N., Lu, G., ... & Zhai, X. (2023). Artificial 
general intelligence (AGI) for education. arXiv preprint arXiv:2304.12479. 

Li, L., Ma, Z., Fan, L., Lee, S., Yu, H., & Hemphill, L. (2023). ChatGPT in education: A 
discourse analysis of worries and concerns on social media. arXiv preprint 
arXiv:2305.02201. 

Lim, W. M., Gunasekara, A., Pallant, J. L., Pallant, J. I., & Pechenkina, E. (2023). 
Generative AI and the future of education: Ragnarök or reformation? A 
paradoxical perspective from management educators. The International Journal 
of Management Education, 21,100790. 
https://doi.org/10.1016/j.ijme.2023.100790 

Masters, K. (2023a). Ethical use of Artificial Intelligence in health professions education: 
AMEE Guide No. 158. Medical Teacher, 45(6), 574-584. 
https://doi.org/10.1080/0142159X.2023.2186203 

Masters, K. (2023b). Medical teacher’s first ChatGPT’s referencing hallucinations: 
Lessons for editors, reviewers, and teachers. Medical Teacher, Med Teach, 
45(7), 673-675. DOI: 10.1080/0142159X.2023.2208731 

Munn, L. (2023). The uselessness of AI ethics. AI Ethics, 3, 869–877. 
https://doi.org/10.1007/s43681-022-00209-w 

Nozza, D., Bianchi, F., & Hovy, D. (2022). Pipelines for social bias testing of large 
language models. In Proceedings of BigScience Episode #5 -- Workshop on 
Challenges & Perspectives in Creating Large Language Models, virtual+Dublin. 
Association for Computational Linguistics, 68-74. 

O’Connor, S & ChatGPT. (2022). Open Artificial Intelligence platforms in nursing 
education: Tools for academic progress or abuse?. Nurse Education in Practice, 
66, 103537. https://doi.org/10.1016/j.nepr.2022.103537 

Ojha, S., Narendra, A., Mohapatra, S., & Misra, I. (2023). From robots to books: An 
introduction to smart applications of AI in education (AIEd). arXiv preprint 
arXiv:2301.10026. 

O’Neil, C. (2016). Weapons of math Destruction: How big data increases inequality and 
threatens democracy. Crown. 



 68 

Ouyang, L., Wu, J., Jiang, X., Almeida, D., Wainwright, C., Mishkin, P., ... & Lowe, R. 
(2022). Training language models to follow instructions with human feedback. 
Advances in Neural Information Processing Systems, 35, 27730-27744. 

Sharma, P., Thapa, K., Dhakal, P., Upadhaya, M. D., Adhikari, S., & Khanal, S. R. 
(2023). Performance of ChatGPT on USMLE: Unlocking the potential of large 
language models for AI-assisted medical education. arXiv preprint 
arXiv:2307.00112. 

Sharples, M. (2023). Towards social generative AI for education: Theory, practices and 
ethics. arXiv preprint arXiv:2306.10063. 

Smith, S., Patwary, M., Norick, B., LeGresley, P., Rajbhandari, S., Casper, J., ... & 
Catanzaro, B. (2022). Using deepspeed and megatron to train megatron-turing 
nlg 530b, a large-scale generative language model. arXiv preprint 
arXiv:2201.11990. 

Song, H & Lin, M (2023). ChatGPT/Chuangshengshi rengong zhineng shidai xia jiaoshi 
de gongzuo biange: Jiyu, tiaozhan yu yingdui [The Transformation of Teachers’ 
Work in the Era of ChatGPT/AIGC: Opportunities, Challenges, and Responses]. 
Journal of East China Normal University (Educational Sciences), (07),78-90. 
https://doi.org/10.16382/j.cnki.1000-5560.2023.07.008. 

Tlili, A., Shehata, B., Adarkwah, M. A., Bozkurt, A., Hickey, D. T., Huang, R., & 
Agyemang, B. (2023). What if the devil is my guardian angel: ChatGPT as a 
case study of using chatbots in education. Smart Learning Environments, 10(1), 
15. https://doi.org/10.1186/s40561-023-00237-x 

Tricco, A. C., Lillie, E., Zarin, W., O’brien, K., Colquhoun, H., Kastner, M., ... & Straus, 
S. E. (2016). A scoping review on the conduct and reporting of scoping reviews. 
BMC Medical Research Methodology, 16, 1-10. 

UNESCO IESALC (2023). ChatGPT and Artificial Intelligence in higher education: 
Quick start guide. Retrieved from 
https://www.iesalc.unesco.org/en/2023/04/14/chatgpt-and-artificial-intelligence-
in-higher-education-quick-start-guide-and-interactive-seminar/ 

Weidinger, L., Mellor, J., Rauh, M., Griffin, C., Uesato, J., Huang, P. S., ... & Gabriel, I. 
(2021). Ethical and social risks of harm from language models. arXiv preprint 
arXiv:2112.04359. 

Xun, Y. (2023). ChatGPT/Chuangshengshi rengong zhineng yu gaodeng jiaoyu de jiazhi 
he shiming [ChatGPT/AIGC and the Value and Mission of Higher Education]. 
Journal of East China Normal University (Educational Sciences), (07), 56-63. 

Yanase, Y. (2023). AI o katsuyo shite Eigo ronbun o sakusei suru Nihongo shasha ni totte 
no kadai to sono taisho [Challenges and Strategies for Japanese Speakers 
Creating English Papers Using AI]. Journal of Information Science and 
Technology, 73(6), 219-224. 

Zhu, Y & Yang, F. (2023). ChatGPT/Chuangshengshi rengong zhineng yu jiaoyu 
chuangxin: Jiyu, tiaozhan yiji weilai. [ChatGPT/AIGC and Educational 
Innovation: Opportunities,Challenges, and the Future]. Journal of East China 
Normal University (Educational Sciences), (07),1-14. 
https://doi.org/10.16382/j.cnki.1000-5560.2023.07.001. 

Zumsteg, J. M., & Junn, C. (2023). Will ChatGPT match to your program. Am J Phys 
Med Rehabil, 1, 3-7. doi: 10.1097/PHM.0000000000002238 

 



 69 

 MING LI (PhD) is Associate Professor at the Institute for Transdisciplinary Graduate 
Degree Programs, Osaka University, Japan. Her major academic fields include 
internationalization of higher education, international student mobility, and 
interdisciplinary education. Email:li.ming.itgp@osaka-u.ac.jp 
 
ARIUNAA ENKHTUR (PhD) is Specially Appointed Assistant Professor at the Center 
for Global Initiatives, Osaka University, Japan. Her research interests include 
internationalization of higher education, academic mobility, virtual student mobility, 
transnational higher education, international education and development, teaching and 
learning. 
 
FEI CHENG (PhD) is a program-based Junior Associate Professor/Senior Lecture at 
Kyoto University, Japan. He received his PhD in Informatics from NARA Institute of 
Science and Technology in 2018. His research interests include information extraction, 
numerical reasoning, large language models, and a broad range of natural language 
processing research. 
 
BEVERLEY ANNE YAMAMOTO (PhD) is currently serving as an executive vice 
president of international affairs (education) and concurrently holding the position of 
professor in the Graduate School of Human Sciences. Her research interests include the 
internationalization of education, stakeholder engagement, including in relation to 
healthcare AI, and school-based health promotion. 
 
 

 
Manuscript submitted: August 1, 2023 

 Manuscript revised: March 4, 2024 
Accepted for publication: February 4, 2024 

 
 
 


